CHAPTER 1

INTRODUCTION

Disasters cripple a population and bring catastrophical changes in the lives of thousands and sometimes millions. Even though disasters cannot be prevented from happening, necessary and precautionary steps can be taken by learning lessons from past disasters to be better prepared for the future. Understanding the actual effect that a disaster has on a state is one of the most challenging activity an administration needs to undertake. Current methods rely heavily on windshield surveys but these do not always reflect the ground reality owing to human error, misjudgement and miscalculations.

With the rapid advancement in technology, and those in Computer Vision and Machine Learning particularly, the practices in image processing and deep learning can be employed to accurately and efficiently analyze the aftermath of a disaster on a state. By using the practices of extracting information from available data, we can estimate and understand the quantified loss. Data Science is one of the most exciting interdisciplinary emerging fields that has the potential to solve all kinds of problems humanity faces. It helps us to perceive and scrutinize actual phenomena, and also describes factors that are the causes of various issues and the factors that guide/lead us to the solutions. It is rightfully termed to be the fourth paradigm of science.

In recent years, satellite systems and image analysis techniques have developed to an extent where civil and commercial Earth observation instruments can contribute significantly to support the management of major technical and natural disasters as well as humanitarian crisis situations. Comparing today’s availability of satellite imagery to the situation ten years ago, the amount, timeliness and availability of satellite imagery covering a certain crisis situation or disaster event has improved substantially. Hence, the analysis of satellite images is supposedly playing an increasingly vital role in environment and climate monitoring, especially in detecting and managing natural disasters like floods.

Beginning on 15 August 2018, severe floods affected the state of Kerala, due to unusually high rainfall during the monsoon season. It was the worst flood in Kerala in nearly a century. About a million people were evacuated. All 14 districts of the state were placed on red alert. According to the Kerala government, one-sixth of the total population of Kerala had been directly affected by the floods and related incidents. The Indian government had declared it a Level 3 Calamity, or "calamity of a severe nature". It was the worst flood in Kerala after the great flood of 99 that took place in 1924. Due to the increased availability of satellite imageries and the know hows of the technology, efforts can be put to better analyse the 2018 floods of Kerala. The study will help us understand the effects and also be more prepared for any occurrence in future.

One way of addressing this problem statement would be to undertake the image classification problem. Ground based imagery analytics has benefited abundantly from extensive research and experimentation, especially with the help of open source datasets such as PASCAL-VOC, MS COCO and ImageNet. But similar efforts still lack in the case of overhead imageries. Certain unique challenges associated with satellite imageries such as low training sample frequency and high dimensionality act as hurdles that can only be addressed by making algorithmic contributions to the proposed approaches. Recent well received initiatives including SpaceNet have tried to address this issue and the analytics of remote sensing images is still a relatively under-researched part of the Machine Learning community's collective effort. Remote Sensing Image Classification is a challenge found at the intersection of the developing field of Computer Vision and Remote Sensing Imagery Analytics. Efforts can be put in building models or using already existing models that help in classification and then perform the analysis and insight extraction.

One such recently devised and sophisticated model is U-Net and it’s variant - TernausNet. U-Net model was built for semantic segmentation of images with the intent of build detection. Image segmentation was revolutionized by the use of deep convolutional neural networks and is one of the most complex task in computer vision. The TernausNet is a model trained on a set of two-dimensional satellite images. The corresponding labels are binary masks, ie. two-dimensional matrices with ones for pixels where a building was present, zeros otherwise. Given a satellite image as input, the network is then able to output a corresponding predicted binary mask. This model can be used for damaged/washed away building detections that can help to infer the estimated property/monetary loss caused to the state and its people. Architectural damage can also give a clear indication about the extent/intensity of disaster caused to the state.

CHAPTER 2

PROBLEM STATEMENT

OBJECTIVE

The primary objective of our project is to analyse the effect of the Kerala floods of 2018 over the state. We also hope to gain a deeper understanding of various computer vision techniques, state-of-the-art deep neural networks and their applications over satellite imageries.

MOTIVATION

With recent news of the havoc caused in the state due to environmental changes and also rapid advancement in technology, we felt it was crucial to study climate change and Earth’s response to it. Our motivation to take up this field of study hence includes the recent Kerala flood disaster and also climate change in general. Satellite imageries are data sets that can help us study the climate in an extremely democratized way and also help in many ways for various applications. Deep Learning and Computer Vision techniques can help us understand, scrutinize and gain insights from these data sets in a very efficient and accurate way. Coincidentally, analysis of remote sensing imagery using deep learning techniques is also a relatively under-researched in the Machine Learning community and hence there is a lot of scope for research.

PROBLEM STATEMENT -

Analysing Satellite Imagery, by implementing one of the advanced deep learning techniques, for the purpose of monitoring ‘Kerala floods’, with best possible accuracy and deducing meaningful insights for flood response & mitigation such as identification of regions gravely affected, spatial extent of inundation, flood damage statistics and improving preparedness for future possibilities of any potentially catastrophic floods such as identification of chronically flood prone areas and optimum geographic spaces for evacuation shelters.
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9. S. Voigt, T. Kemper, T. Riedlinger, R. Kiefl, K. Scholte and H. Mehl, "Satellite Image Analysis for Disaster and Crisis-Management Support," in IEEE Transactions on Geoscience and Remote Sensing, vol. 45, no. 6, pp. 1520-1528, June 2007.  
doi: 10.1109/TGRS.2007.895830
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Enhanced image processing algorithms and a better exploitation of image archives are required to facilitate the use of microwave remote-sensing data for monitoring flood dynamics in urban areas. In this paper, a hybrid methodology combining backscatter thresholding, region growing, and change detection (CD) is introduced as an approach enabling the automated, objective, and reliable flood extent extraction from very high resolution urban SAR images.

CHAPTER 4

REQUIREMENTS ANALYSIS

ARCHITECTURAL AND DESIGN REQUIREMENTS

The project would require various phases in the model, each with it’s own functionality. We have identified three phases namely - image registration, classification and difference detection.

Analysis :

The design/architecture is

(i) Modular (atomic) - Each phase has non-overlapping and individual functionality

(ii) (Each phase is ) Uniquely identified

(iii) Consistent and Unambiguous - Each phase has a distinct functionality

(iv) Testable - Each phase can be tested depending on accuracy, output values and known expected values

SYSTEM AND INTEGRATION REQUIREMENTS

The system comprises of phases which are pipelined linearly, ie., the output of image the first (registration) phase is fed into the input of the next phase namely classification, etc. For the implementation of the system, we require online cloud services including GPU and High Performance Computing services.

Analysis :

The system and integration of the project is

(i) Complete - Each system integration has its own specific contribution to the overall working of the project

(ii) Consistent and Unambiguous

(iii) Traceable

(iv) Testable